Canadians' level of indebtedness is raising concern on the basis of several traditional measures. But the most reliable predictor of trouble ahead is the debt-service ratio.
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Canada is often cited as having worryingly high household debt-to-GDP and debt-to-disposable-income ratios, but the assets and net worth of Canadian households have grown more quickly than their debt. Using a new financial vulnerabilities barometer, we show that the inclusion of household debt servicing considerably improves the barometer’s ability to track financial vulnerability, particularly in advance of recessions. In contrast to the Bank of Canada’s financial vulnerability barometer, our index declines sharply after the Great Recession and indicates that financial risks are currently quite low. By focusing on debt servicing (the debt-service-to-disposable-income ratio) rather than debt, the barometer appears to yield fewer false positives than the Bank of Canada’s barometer.

Further empirical analysis indicates that debt servicing is an improvement over traditional credit measures in predicting future economic growth and financial crises. We show that the relationship between debt servicing and both financial crises and economic growth is statistically significant. More specifically, we find that increases in new borrowing lead initially to a mild increase in economic activity and a significant reduction in the probability of financial crises, but they subsequently lead to a gradual increase in households’ debt service burden (the sum of principal and interest payments on their outstanding debts), expressed as a ratio of disposable income, which has a significantly negative impact on economic activity and a significantly positive impact on the probability of financial crises.

Focusing on debt servicing provides a potential clue as to why we have not seen the type of market correction that has been repeatedly predicted for the Canadian housing market – namely, the fact that over the last 25 years the debt-service-to-disposable-income ratio has largely been flat, except for a mild recent increase, and (not coincidentally) an increase before the 2008 financial crisis.

Our findings have policy implications for both the conduct of monetary policy and financial sector regulators. An immediate policy conclusion is that empirical models of financial system vulnerabilities should put more weight on the evolution of debt-service ratios and other indicators related to debt servicing. Furthermore, if financial stability is taken into consideration in the setting of monetary policy, central banks must be concerned with the trade-off between the short-run positive effects of increased borrowing on output and inflation and the potentially negative long-run effects that work their way through the debt-service channel.

Lastly, regulators concerned with the housing market and overall financial stability should look beyond traditional credit-to-GDP measures, which were always going to increase in a low interest rate environment, and closely monitor the behaviour of debt servicing.
For much of the past decade, Canadians have heard that their debt levels were unsustainable, and that a day of reckoning was fast approaching in this respect.

Against this backdrop, new data can sound troubling. For example, the Office of the Superintendent of Bankruptcy (OSB) recently reported that insolvencies by Canadian consumers were up 8.9 percent over a 12-month period ending in November 2019, compared to the 12-month period ending in November 2018. But a little context is needed.

The data also show that Canadians’ net worth has never been higher. Before the financial crisis, household net worth was a little over 7 times disposable income. It dipped during the financial crisis, bottoming out at 6.25 times disposable income. However, since then, with low interest rates boosting housing prices, net worth has been on a mostly continuous upward trend, and has been between 8.5 and 9 times disposable income since the second quarter of 2016 (in the third quarter of 2019 net worth was 8.7 times disposable income).

Moreover, while household debt to GDP has increased from 75 percent in 2007 to approximately 100 percent today, household debt to net worth has remained almost identical at around 20 percent. The stability of this ratio suggests (and this is confirmed by the data) that household debt and net worth move in near lock step. From this, one can infer that increasing debt is not necessarily a red flag signaling financial difficulties, just as increasing net worth is not necessarily a green flag.

Unfortunately, the OSB data do not make a distinction between (i) defaults due to true insolvency (where net worth is negative) and (ii) defaults from illiquidity, which involves failing to meet debt payments due to the difficulty of selling one’s assets. The only distinction in the OSB data is between bankruptcies and consumer proposals, an alternative to bankruptcy where the lender and borrower strike a deal under which the latter pays back a portion of their debt over the ensuing five years (and, critically, does not have to sell their house). For the 12-month period ending November 2019, consumer proposals increased 17.4 percent while bankruptcies decreased 1.9 percent. With stable debt to net worth, and with two-thirds of Canadian households owning homes, it could be that the bulk of these consumer proposals are a result of illiquidity problems. If true, households’ debt-service burden (the sum of principal and interest payments by households on their outstanding debts) expressed as a ratio of disposable income...
income should be critical in determining the health of household balance sheets, and thus an important predictor of defaults.

The Bank of Canada maintains a financial vulnerability barometer to help guide its monetary policy. However, it omits debt servicing. In this Commentary, we construct a modified barometer of financial vulnerabilities that uses Canadian households’ debt-service burden as a key component. We show that the barometer does a good job of tracking major recessions and periods of elevated financial stress. Including debt servicing considerably improves the barometer’s ability to track financial vulnerability, particularly in advance of recessions. In contrast to the Bank of Canada’s financial vulnerability barometer, our index declines sharply after the Great Recession and indicates that financial risks are currently quite low. By focusing on debt servicing rather than debt, the barometer appears to yield fewer false positives than the Bank of Canada’s barometer.

We also show that the relationship between debt servicing and both financial crises and economic growth is statistically significant. More specifically, we find that increases in new borrowing lead initially to a mild increase in economic activity and a significant reduction in the probability of financial crises, but they subsequently lead to a gradual increase in debt servicing, which has a significantly negative impact on economic activity and a significantly positive impact on the probability of financial crises. Our results suggest that “stock” variables, which measure a fixed amount at a moment in time, such as debt and credit levels, do not tell a complete story of the financial risks that are building in the economy. 4

This is particularly true during a period of declining interest rates that has encouraged higher levels of borrowing relative to income.

Focusing on debt servicing provides a potential clue as to why we have not seen the type of market correction that has been repeatedly predicted for the Canadian housing market – namely, the fact that over the last 25 years the debt-service-to-disposable-income ratio (hereafter, debt-service ratio) has largely been flat, except for a mild recent increase, and (not coincidentally) an increase before the 2008 financial crisis.

Our findings have policy implications for both the conduct of monetary policy and financial sector regulators. An immediate policy conclusion is that empirical models of financial system vulnerabilities should put more weight on the evolution of debt-service ratios 5 and other indicators related to debt servicing. 6 Furthermore, if financial stability is taken into consideration in the setting of monetary policy, central banks must be concerned with the trade-off between short-run positive effects of increased borrowing on output and inflation and potentially negative long-run effects that work their way through the debt-service channel. Financial sector regulators should look beyond traditional credit-to-GDP measures, which were destined to increase in a low interest rate environment at any rate, and closely monitor the behavior of debt servicing. This will result in a more accurate risk assessment.

---

4 The same applies to “stock to flow” variables, where a flow variable is measured over a period of time. Examples are debt/GDP and debt/income ratios.

5 While we focus on the household debt service ratio, other similar ratios could be calculated for businesses, for example.

6 Some recent work on the importance of debt servicing has been done at policy institutions. See Aldasoro, Borio and Drehmann (2018), Allen et al. (2017) and Bilyk, Ueberfeldt and Xu (2017). While certainly a start, more work needs to be done.
The Evolution of Debt Servicing

As shown in Figure 1, the debt-service ratio of Canadian households has been quite stable over our entire sample period, except for a mild recent increase, and, critically, in the run-up to the financial crisis. The stability largely comes from increases in principal, offset by decreases in interest rates. The figure indicates that increases in the debt-service ratio may help to predict financial stress associated with recessions, in particular the financial crisis and Great Recession of 2007-08.

While debt servicing data are not available before 1990, it is possible to generate an estimated version of debt servicing going further back in time (see Drehmann and Juselius 2012 for details how). Figure 2 backdates debt servicing to 1980. The estimated debt-service ratio seems to have peaked in advance of the early 1980s recession, as well as a sharp increase prior to the early 1990s recession. This reinforces the idea that changes in this variable may help predict financial stress.7

---

7 As a result of the backdating methodology, estimated data pre-1990 were scaled down to align with actual post-1990 data. The correlation between actual post-1990 data and estimated post-1990 data if we were to extend the backdating methodology forward is very high (above 0.9).
A New Financial Vulnerability Index

The Bank of Canada (Duprey and Roberts 2017)\(^8\) has developed a financial stability vulnerabilities barometer, which aggregates together indicators from the following four sectors: banking, corporate, household, and housing. In this section, given the correlation between debt servicing and previous recessions, we compare the evolution of the Bank’s financial stability barometer with one that incorporates indicators based on debt servicing.

Duprey and Roberts choose indicator variables on the basis of their ability to predict periods of

---

\(^8\) See also Pasricha et al. (2013).
financial stress within 24 months. A minimal criterion for selection is that a variable predicts periods of financial stress better than a coin flip. The methodology also involves the selection of threshold levels for the variables (only values above the threshold levels are predictors of financial stress) and a way of weighting the different indicators in order to construct an index.

Because financial stress episodes are rare in individual countries, we follow Drehmann and Juselius (2014) and look at international crisis periods across a panel of countries including Canada over the 1990:Q1–2019:Q3 period. The exact dates can be found in Drehmann and Juselius. We add to this list the oil price shock and economic slowdown in 2015:Q1. These financial periods correspond to the following events:

1. The recession of the early 1990s;
2. The Mexican crisis (1994–1995);
3. The Asian crisis (1997–1998);
4. The Russian debt default (1998);
5. The Long-Term Capital Management collapse (1998);
6. The sub-prime crisis, financial crisis and Great Recession (2007–2008);
7. The aftermath of the oil price collapse (early 2015).

We simplify the Duprey-Roberts measure in a variety of ways, and focus on the additional value-added of incorporating debt servicing. Rather than using a panel of countries to calculate threshold values, we use our own made-in-Canada measures. We do not use all variables across sectors from Duprey and Roberts. Instead, we focus on the two indicators in each of their four sectors with the best predictive power, excluding those that conflate stock and flow variables (for example debt-to-GDP ratios). Our variables are primarily deviations from one-sided trends (calculated using only backward-looking data). This means that they are calculated using the same information that would be available to a regulator at a particular point in time. This exercise yields the following variables as having the best predictive power of a financial stress episode:

1. the deviation from trend of the ratio of household debt to disposable income;
2. the deviation from trend of the ratio of household debt to GDP;
3. the ratio of housing price to rent;
4. the deviation from trend of the ratio of housing price to rent;
5. the year-over-year growth rate of the ratio of non-financial corporate debt to GDP;
6. the deviation from trend of the ratio of non-financial corporate debt to GDP;
7. the year-over-year growth rate of the ratio of financial institution debt to GDP;
8. the deviation from trend of the ratio of financial institution debt to GDP.

We drop the ratio of housing price to rent (though keep the one-sided deviation from trend of the ratio of housing price to rent) from the sample since (unlike for Duprey and Roberts in their cross-section of countries analysis) it has low predictive

---

9 The methodology comes from the machine learning literature. In addition to Duprey and Roberts (2017), see also Fawcett (2006), Flach (2010), Swets et al. (2000) and van Erkel and Pattynama (1998). Following Duprey and Roberts, we use their dates for periods of financial stress defined (page 5) as “events where a financial stress index is two standard deviations above its trailing 10-year moving average.”

10 We use a one-sided Hodrick-Prescott filter. See Drehmann and Yetman (2018). A two-sided deviation from trend would include both backward and forward-looking data: the latter would obviously not be available to regulators at a particular moment in time.
power for Canada. For the debt-service ratio, we find that the deviation from trend has robust predictive power, so we add this variable to our list.

Our resulting vulnerabilities barometer is shown in Figure 3. The vertical grey bars are Canadian recessions and the vertical yellow bars represent other international financial stress episodes.¹¹

The barometer does a good job of tracking major recessions (grey bands) as well as other periods of elevated financial stress (yellow bars). Debt servicing (in dark grey) also appears to have significant value added, especially in advance of recessionary periods.

At no point since the financial crisis does the barometer reach the level of vulnerability seen before the financial crisis. (The barometer does pick up the aftermath of the oil price shock in early 2015, but unfortunately does not give much advance warning.)

¹¹ As in Duprey and Roberts (2017) we restrict the vulnerabilities barometer to be greater than or equal to zero.
Risks at present appear to be low. This is in contrast to the Duprey and Roberts barometer, shown as Figure 4. Their barometer does capture the major crisis periods but it also results in a number of false alarms: for example, it suggests that vulnerability since 2016 has been higher than before or during the financial crisis. This explains why the Bank has frequently highlighted increasing debt in its communications. Our measure appears to mitigate some of these false positives.

Data do not exist for all variables going back to 1980, but do for some including household debt to disposable income, household debt to GDP, house price to rent ratio, and our backward-looking extension of the debt-service ratio. Our data set for the deviation of these variables from trend, therefore, stretches back to 1980. This allows us to calculate a vulnerabilities barometer with a longer life span. This longer data set encompasses two additional financial stress periods: the recession in Canada in the early 1980s and the 1987 stock market crash. As seen in Figure 5, the vulnerabilities barometer picks up these additional stress periods. The debt-service ratio provides significant value added in this earlier period. Its contribution to the vulnerabilities barometer spikes well in advance.

Figure 4: The Bank of Canada’s Vulnerabilities Barometer

Notes: The areas below zero show the evolution of the indicators for each sector before they breach the vulnerability threshold. The barometer is restricted to be positive. However, each sectoral measure is bounded below at -1 since no individual indicator is allowed to be lower than one standard deviation away from the warning threshold.

Source: Chart 1 in Duprey and Roberts (2017).
of the recession of the early 1980s and the stock market crash. It continues to increase well before the recession of the early 1990s, and still manages to avoid most of the false positives.

Figures 3 and 5 illustrate the potential of our vulnerabilities barometer, and in particular of debt servicing, to flag periods of financial stress and economic downturns. This leads us to examine the question of the statistical significance of debt servicing as a variable for predicting financial crises and economic slowdowns.

It makes good intuitive sense that debt servicing would be a better predictor of financial stress than debt-to-GDP/income ratios. When financial conditions change, the level of indebtedness of households and firms does not change immediately: debt will only change gradually as financial conditions affect new borrowing. However, when

---

12 According to the C.D. Howe Institute’s Business Cycle Council, the early 1980s recession begins in June 1981 (end of the second quarter). The contribution of the debt-service ratio spikes at the beginning of our sample, the first quarter of 1980.
they eventually renew mortgages and loans (or immediately in the case of variable-interest-rate loans), they will be faced with an immediate jump in their monthly payments. If households’ saving rates and firms’ cash flows are inadequate, and if they do not have access to new sources of funding, they may find it difficult to meet their payments.

**The Relationship between New Borrowing and Debt Servicing**

Debt servicing is by definition linked to the dynamics of new borrowing, and helps explain why this variable played an important role in our vulnerabilities barometer.

We use a simple accounting framework based on Drehmann, Juselius and Korinek (2017) to document the persistence of new borrowing and the dynamic relationship between new borrowing and debt servicing. New borrowing can be thought of as the difference between the stock of credit in the current period less the portion of the stock of credit from last period that was not paid off (more detail can be found in Appendix A). We use quarterly data from Statistics Canada on total nominal credit to construct quarterly time series for new borrowing, expressing it as a percentage of disposable income to match the denominator used in the debt-service ratio (Figure 6).

Figure 7 shows the strength of the relationship between current and past new borrowing (as...
Figure 7: Autocorrelation Function of New Borrowing (lags in quarters)

Note: The grey area represents a 95 percent confidence interval.
Source: Authors’ calculations.

measured by the autocorrelation function\(^\text{13}\)). New borrowing is clearly highly persistent from one quarter to the next. For example, at one lag, the correlation between new borrowing in the current period and new borrowing one quarter past is nearly one (0.98 to be exact).\(^\text{14}\)

Debt servicing then follows new borrowing with a lag, as shown in Figure 8. The peak correlation between debt servicing and new borrowing occurs at a five-quarter lag. The relation between borrowing and debt servicing follows an accounting relationship, but it is not purely mechanical: variations in interest rates and amortization rates (which both depend in complex ways on the macroeconomic climate) affect the dynamic relationship between the two variables.

---

13 The autocorrelation function measures the statistical correlation between the current value of new borrowing and its values lagged by one, two and additional periods.
14 The first-order autocorrelation coefficient of new borrowing is higher than that obtained by Drehmann, Juselius and Korinek (2017) for a cross-section of countries. This is to be expected since they use annual data while we use a quarterly data set. The grey confidence bands show that beyond 10 lags the autocorrelations are not statistically significant.
**The Dynamic Impact of New Borrowing**

In order to provide an in-depth analysis of the relationship between household new borrowing and debt servicing, we use the local projections methodology\(^\text{15}\) developed by Jorda (2005), and estimate the regressions found in Drehmann, Juselius and Korinek (2017).\(^\text{16}\) The first set of regressions evaluate the impact of a unit increase in new borrowing on the dynamic path of new borrowing and the debt-service ratio. The statistical methodology is described in more detail in Box 1 below.

Figure 9 shows the simulated responses of new borrowing and debt service to a positive one unit change in new borrowing. The figure clearly shows that a positive shock to new borrowing persists over time and that debt servicing responds positively and

---

15 The local projections method estimates the response at each period of interest rather than extrapolating over the longer term.
16 Their study uses a sample of 17 different countries, but they are restricted to using annual data. Our data are quarterly, which adds observations in a different fashion.
We run regressions of household new borrowing \((b)\) and the debt-service ratio \((s)\) on longer and longer lags of these variables and a number of control variables (variables are all quarterly). For each value of \(h\) (the number of periods ahead for which predictions of new borrowing and debt servicing are generated) the two estimated equations are given by

\[
b_{t+h} = \beta_0 + \beta_{bb} b_t + \beta_{bs} s_t + \text{controls} + \epsilon_{b,t+h}^h
\]

and

\[
s_{t+h} = \beta_0 + \beta_{sb} b_t + \beta_{ss} s_t + \text{controls} + \epsilon_{s,t+h}^h.
\]

The control variables are listed in Appendix B. The \(h\) successive \(\beta^{bh}\) and \(\beta^{sh}\) coefficients give the impulse response, or reaction, of future new borrowing and future debt service, respectively, to a unit increase in new borrowing at time \(t\) over \(h\) successive years. We use contemporaneous values of the controls plus their values lagged by one quarter.

Box 1: Methodology

We also calculated the impulse responses of new borrowing and debt servicing to an exogenous increase in the former using an estimated structural vector autoregression with a Cholesky decomposition that allows debt servicing to respond to new borrowing only with a lag. The results were qualitatively very similar to what we find using local projections.

with a lag. This is a clear confirmation in the data of the lag between new borrowing and the peak in debt servicing.\(^{17}\)

THE IMPACT OF NEW BORROWING AND DEBT SERVICE ON GROWTH AND FINANCIAL CRISES

What is perhaps of more interest is the question: what are the impacts of new borrowing and debt servicing on economic growth and on financial crises? We use a similar statistical methodology, once again based on Jorda (2005), and run similar regressions to Drehmann, Juselius and Korinek (2017), to answer this question. See Box 2 for more of the technical details.

Figure 10 shows that a unit increase in new borrowing has an initial positive effect on GDP growth, but the effect turns negative in year two. An increase in debt service has an immediate negative impact on GDP growth. The negative impact of debt service on output is highly significant. What this says is that new borrowing by itself has a positive effect on GDP growth. However, this is short-lived, and when increased borrowing inevitably leads to an increase in debt servicing, the effect on GDP growth is negative.

Figure 11 shows our results for the dynamic response of the probability of financial crises to a unit increase in new borrowing and the debt-service ratio. The response of the crisis indicator variable is similar to the response of real growth, only of the opposite sign. New borrowing initially has a negative impact on the probability of financial crises, with the effect dying out in year two. An increase in new borrowing then increases the

\(^{17}\) We also calculated the impulse responses of new borrowing and debt servicing to an exogenous increase in the former using an estimated structural vector autoregression with a Cholesky decomposition that allows debt servicing to respond to new borrowing only with a lag. The results were qualitatively very similar to what we find using local projections.
Box 2: Methodology

For growth, we estimate equations of the form

$$\Delta y_{t+h} = \beta_0 + \beta_{yb} b_t + \beta_{ys} s_t + \text{controls} + \varepsilon_{yb,t+h}$$

where the dependent variable, $\Delta y_{t+h}$, is the change in the rate of real GDP growth. Variable definitions and a list of the control variables are once again listed in Appendix B.

The estimates of $\beta_{yb}$ and $\beta_{ys}$ for successive values of $h$ trace out the impulse response, or reaction, of GDP growth given unit increases in new borrowing and future debt service, respectively.

In the case of financial crises, we estimate

$$c_{t+h} = \beta_0 + \beta_{yb} b_t + \beta_{ys} s_t + \text{controls} + \varepsilon_{y,t+h},$$

where $c_{t+h}$ is the value of our crisis indicator variable. This variable receives a 1 during recession quarters and a zero otherwise. The coefficients on independent variables represent the increase (decrease) in probability of financial crises from a unit increase in the respective variable. For the purposes of this section, we restrict our financial crisis episodes over the 1990-2019 period to Canadian recessions identified by the C.D. Howe Institute’s Business Cycle Council: 1990:Q2–1992Q2 and 2008:Q4–2009Q2. Using the expanded financial stress episodes for a panel of countries from Drehmann and Juselius (2014) does not materially change the results.

Figure 9: Impulse Response (reaction) of New Borrowing and Debt Service to a Unit Increase in New Borrowing

Note: The dark blue shaded areas are 90% confidence bands. The lighter grey shaded areas are 95% confidence bands.

Source: Authors’ calculations.
chance of financial crises, which is related to its delayed impact on debt servicing. The debt-service ratio has an immediate and pronounced positive impact on the probability of crisis, lasting out to three years. The conclusion is, therefore, similar to the case of GDP growth: while new borrowing is initially good for the economy, it eventually leads to an increase in debt servicing, which leads to instability and increased risk of a financial crisis.\footnote{Again, these results hold when we use the expanded set of financial stress episodes in the panel of countries used in Drehmann and Juselius (2014).}

**NEW BORROWING AND DEBT SERVICING VERSUS DEBT**

What happens if we run a horse race between new borrowing and debt servicing on the one hand, and more traditional measures of debt, such as credit-to-GDP, on the other? We run regressions for the 1990:Q1–2019:Q3 period that are designed to forecast one-period-ahead real GDP growth and the probability of financial crises (also one-period-ahead) to see which variables are more important than others.
Figure 11: Impact of New Borrowing or Debt Service on the Probability of Crises

Note: The dark blue shaded areas are 90% confidence bands. The lighter grey shaded areas are 95% confidence bands. Source: Authors’ calculations.

for predicting growth and financial crises, as defined above (Tables 1 and 2).²⁰

New borrowing and debt service are significant explanatory variables for GDP growth (Table 1). As expected, new borrowing has a positive effect on future GDP growth while the debt-service ratio has a strongly negative effect. Both variables are significant even when more traditional measures of credit are added to the regression (columns 6–9). Moreover, the magnitude of the coefficients on both new borrowing and debt service are fairly stable across different specifications. These results confirm the results in the cross-country study by Drehmann, Juselius and Korinek (2017).²¹ The results also remain true when we extend the forecast period of the dependent variable from one-quarter-ahead

²⁰ Regressions are run with ordinary least squares, and, in the case of financial crises, since it is a binary variable that takes on one of two possible values (zero or one), we run it with a logit regression as a robustness check. The size of the estimated coefficients change because of the logit transformation, but their sign and significance change very little compared to the ordinary least squares regression.

²¹ They find that the impact of debt service remains stable across specifications and when different measures of debt are added. They find the new borrowing variable to be less stable, with multicollinearity affecting its estimated coefficient when different measures of debt are included.
### Table 1: The Effects of Different Credit Measures on Output Growth

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Borr.</td>
<td>0.117*</td>
<td>0.259***</td>
<td>0.174**</td>
<td>0.214**</td>
<td>0.072</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.062)</td>
<td>(0.069)</td>
<td>(0.076)</td>
<td>(0.086)</td>
<td>(0.058)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSR</td>
<td>-0.295***</td>
<td>-0.458***</td>
<td>-0.306***</td>
<td>-0.415***</td>
<td>-0.234**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.096)</td>
<td>(0.104)</td>
<td>(0.098)</td>
<td>(0.125)</td>
<td>(0.089)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit Gr.</td>
<td>-0.178**</td>
<td>-0.275***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.080)</td>
<td>(0.075)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit/GDP Gr.</td>
<td>-0.010</td>
<td>-0.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.038)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP1</td>
<td>-0.010</td>
<td>-0.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.038)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP2</td>
<td>0.097***</td>
<td>0.085**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.033)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
</tr>
<tr>
<td>R²</td>
<td>0.42</td>
<td>0.42</td>
<td>0.32</td>
<td>0.37</td>
<td>0.42</td>
<td>0.51</td>
<td>0.37</td>
<td>0.44</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Standard errors in parentheses.  
*p < 0.10, **p < 0.05, ***p < 0.01  
Estimated with baseline controls as in local projections figures (no lags).  
DSR = debt service ratio, Credit Gr = quarterly credit growth, Credit/GDP Gr = year-over-year growth in credit-to-GDP ratio,  
Gap HP1 = one-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend, Gap HP2 = two-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend.  
Source: Authors' calculations.

### Table 2: The Effects of Different Credit Measures on Crisis Probability (OLS)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Borr.</td>
<td>-0.070**</td>
<td>-0.105***</td>
<td>-0.122***</td>
<td>-0.119***</td>
<td>-0.070**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.036)</td>
<td>(0.038)</td>
<td>(0.044)</td>
<td>(0.030)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSR</td>
<td>0.165***</td>
<td>0.205***</td>
<td>0.187***</td>
<td>0.225***</td>
<td>0.166***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.056)</td>
<td>(0.053)</td>
<td>(0.065)</td>
<td>(0.048)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit Gr.</td>
<td>0.030</td>
<td>0.069**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit/GDP Gr.</td>
<td>0.008</td>
<td>0.026*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP1</td>
<td>0.002</td>
<td>0.038**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP2</td>
<td>-0.009</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>117</td>
<td>117</td>
<td>114</td>
<td>117</td>
<td>117</td>
<td>114</td>
<td>114</td>
<td>117</td>
<td>117</td>
</tr>
<tr>
<td>R²</td>
<td>0.55</td>
<td>0.49</td>
<td>0.39</td>
<td>0.48</td>
<td>0.48</td>
<td>0.58</td>
<td>0.49</td>
<td>0.57</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Standard errors in parentheses.  
*p < 0.10, **p < 0.05, ***p < 0.01  
Estimated with baseline controls as in local projections figures (no lags).  
DSR = debt service ratio, Credit Gr = quarterly credit growth, Credit/GDP Gr = year-over-year growth in credit-to-GDP ratio,  
Gap HP1 = one-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend, Gap HP2 = two-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend.  
Source: Authors' calculations.
real GDP growth to one-year-ahead real GDP growth.  
Credit growth also appears to be significant when included on its own, and when added to regressions that include new borrowing and the debt-service ratio. In fact, the latter has the highest percentage of variance explained (as measured by the $R^2$) of any regression we run. The difference between credit growth and new borrowing can best be summarized with a quick example. Imagine the stock of credit this period is $100, as it was last period. Credit growth would be zero. However, if principal payments on last period’s stock were $20, and new borrowers took out $20, new borrowing would equal $20.

Year-over-year growth in credit-to-GDP, on the other hand, is insignificant when added on its own as an explanatory variable, and when added to regressions that include new borrowing and the debt-service ratio.

We also look at two different credit gap measures. Specifically, using both a one-sided and two-sided gap, where we calculate the deviation of credit-to-GDP from its trend (Gap HP1 and Gap HP2). The difference between a one-sided and two-sided gap is that in the former case we only use backward-looking data, whereas in the latter we use both backward and forward-looking data. In the case of the one-sided gap variable, it is insignificant on its own, and when added to a regression including new borrowing and debt servicing. In the case of the two-sided gap, the coefficients are significant and positive in both, though this measure is unlikely to be as useful as new borrowing and debt servicing in forecasting, since a regulator only has backward-looking information to use in assessing vulnerabilities (see Drehmann and Juselius 2014 for more details on this point).

The regression results for financial crises (Table 2) highlight even more strongly the importance of new borrowing and debt servicing. Both new borrowing and debt servicing are highly significant, and their numerical values are stable across all specifications. New borrowing significantly reduces the probability of financial crises while the debt-service ratio has a significantly positive impact on the probability of financial crises. That is not to say that increases in new borrowing are necessarily good. As we saw earlier, eventually increases to new borrowing cause increases in the debt-service ratio, which is the measure that is cause for concern. When we extend the forecast period from one quarter ahead to one year ahead, the results remain true for debt servicing, while new borrowing, despite having the same sign, loses its significance. 

Traditional measures, such as credit-growth and credit-to-GDP variables (ratio and the deviation from trend), however, when looked at without controlling for new borrowing and debt service, have no statistical significance. And, while their significance improves when combined with new borrowing and debt service, they have only a mild effect on the $R^2$ when compared to the regression with just new borrowing and debt servicing as explanatory variables.

---

22 At two years ahead, the results remain true for debt servicing, while new borrowing, despite having the same sign, loses its significance.
23 We use a Hodrick-Prescott filter.
24 Drehmann, Juselius and Korinek (2017) find a significantly positive effect in the case of new borrowing (i.e., an increase in new borrowing increases the chances of recession), though their finding is not robust to their different specifications. In fact, they find collinearity between new borrowing and the other measures, wiping away the significance of the new borrowing variable on financial crises.
25 At two years ahead, the debt-service ratio loses its significance, despite maintaining the same sign.
### Table 3: The Effects of Different Credit Measures on Output Growth

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vulnerability Barometer</td>
<td>-0.332**</td>
<td>-0.382**</td>
<td>-0.465***</td>
<td>-0.459***</td>
<td>-0.532***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.143)</td>
<td>(0.164)</td>
<td>(0.157)</td>
<td>(0.137)</td>
<td>(0.134)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit Gr.</td>
<td>-0.036</td>
<td>0.188</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.196)</td>
<td>(0.214)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit/GDP Gr.</td>
<td>-0.018</td>
<td></td>
<td>0.150**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
<td></td>
<td>(0.071)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP1</td>
<td></td>
<td>0.095</td>
<td></td>
<td>0.244***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.086)</td>
<td></td>
<td>(0.090)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP2</td>
<td></td>
<td></td>
<td>0.582***</td>
<td></td>
<td>0.682***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.109)</td>
<td></td>
<td>(0.097)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>114</td>
<td>114</td>
<td>111</td>
<td>114</td>
<td>114</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.34</td>
<td>0.30</td>
<td>0.26</td>
<td>0.30</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Standard errors in parentheses.

*p < 0.10, **p < 0.05, ***p < 0.01

Estimated with baseline controls as in local projections figures (no lags).

Credit Gr = quarterly credit growth, Credit/GDP Gr = year-over-year growth in credit-to-GDP ratio, Gap HP1 = one-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend, Gap HP2 = two-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend.

Source: Authors’ calculations.

### Table 4: The Effects of Different Credit Measures on Crisis Probability (OLS)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vulnerability Barometer</td>
<td>0.055*</td>
<td>0.079**</td>
<td>0.073*</td>
<td>0.075**</td>
<td>0.070**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.032)</td>
<td>(0.033)</td>
<td>(0.040)</td>
<td>(0.033)</td>
<td>(0.034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit Gr.</td>
<td>-0.043*</td>
<td>-0.089***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.032)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit/GDP Gr.</td>
<td>0.006</td>
<td>-0.020*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td></td>
<td>(0.011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP1</td>
<td></td>
<td>-0.014</td>
<td></td>
<td>-0.038***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.011)</td>
<td></td>
<td>(0.012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap HP2</td>
<td></td>
<td>-0.038**</td>
<td></td>
<td>-0.051***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td></td>
<td>(0.018)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>114</td>
<td>114</td>
<td>111</td>
<td>114</td>
<td>114</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.33</td>
<td>0.28</td>
<td>0.09</td>
<td>0.27</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Standard errors in parentheses.

*p < 0.10, **p < 0.05, ***p < 0.01

Estimated with baseline controls as in local projections figures (no lags).

Credit Gr = quarterly credit growth, Credit/GDP Gr = year-over-year growth in credit-to-GDP ratio, Gap HP1 = one-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend, Gap HP2 = two-sided Hodrick-Prescott filter deviation of credit-to-GDP from trend.

Source: Authors’ calculations.
As a robustness check on our vulnerabilities barometer, and by extension the importance of the debt-service ratio, we replace new borrowing and the debt-service ratio in Tables 1 and 2 with the vulnerabilities barometer itself. We use the one-year-ahead dependent variable, as the vulnerabilities barometer is unlikely to be of much use one quarter ahead. Table 3 indicates that the vulnerabilities barometer does a nice job of predicting a drop in economic growth. Similarly, as indicated in Table 4, it does a nice job of forecasting financial crises one year out.

**Policy Discussion and Conclusion**

The Canadian evidence supports the idea that the household debt-service ratio has more predictive power than debt ratios for both aggregate spending and for financial crises. Our financial vulnerability barometer provides advanced warning of crisis periods and avoids false positives, so it is a useful tool for forecasting and policy analysis.

An immediate policy conclusion is that empirical models of financial system vulnerabilities (such as Pasricha et al. 2013, Duprey and Roberts 2017 and Duprey and Ueberfeldt 2018) should put more weight on the evolution of the household debt-service ratio, and, potentially, other indicators related to debt servicing.

Further unpacking the relationship of these indicators to crises and downturns would require more granular information on debt maturity and on amortization rates. Households with different characteristics may have different propensities to borrow and consume. Households also differ in terms of the constraints they face on borrowing: when these constraints are severe, households may not be able to compensate for unexpected increases in their debt-service burdens by additional borrowing. Publicly available debt-servicing data broken down geographically would also improve the quality of related policy recommendations.

There are also policy implications for the conduct of monetary policy. If monetary policy is to take financial stability concerns into account, then central banks face a potential trade-off between the immediate effects on output and inflation and the future effects that work their way through the debt service channel. Our results show this trade-off to be important.

Our analysis is for a period during which world and Canadian interest rates have trended downward. This trend explains why debt ratios in Canada have increased over time: it is rational to borrow more to purchase productive assets when the costs of borrowing are low. If interest rates were to return to the levels last seen forty years ago, this would likely also mean a long-run reduction in debt ratios. Such decreases should not be interpreted as a sign of increasing financial stability since it might also be accompanied by temporary spikes in the household debt-service ratio if interest rates increase faster than levels of debt can be reduced. Monitoring the debt-service channel would be of crucial importance in such a context. However, yield curves in developed economies show no signs of anything more than modest increases in interest rates.

Lastly, regulators concerned with the housing market and overall financial stability should look beyond traditional credit-to-GDP measures, which were always going to increase in a low interest rate environment, and closely monitor the behavior of debt servicing. This will allow a more accurate assessment of risk.

---

26 Of course, the dynamic impact of monetary policy will also depend on the maturity structure of debt and its distribution across households, so that our understanding of its impacts would also be improved by more granular information.
Appendix A: The Debt Servicing Series

New borrowing is measured as follows. We begin with seasonally-adjusted data from Statistics Canada on nominal credit. We then use seasonally-adjusted data on principal payments and divide these by nominal credit to get the amortization rate. If \( D_t \) is the stock of debt at the beginning of \( t \) and \( \delta_{t-1} \) is the amortization rate on the stock of debt in \( t - 1 \) (which will clearly depend on the maturity structure of outstanding debt) then debt must follow the following simple dynamic relationship given by

\[
D_t = (1 - \delta_{t-1})D_{t-1} + B_{t-1}
\]

where \( B_{t-1} \) is new borrowing during \( t - 1 \). Therefore, new borrowing can be backed out given total debt and the amortization rate. Total debt servicing including interest and payments on principal is given by

\[
S_t = (\delta_t + r_t)D_t
\]

where \( r_t \) is the average (real) interest rate on outstanding debt. We can also measure the net cash flow, \( N_t \), from lenders to borrowers, which is given by new borrowing less total payments to service the debt:

\[
N_t = B_t - S_t.
\]

By successive substitution, the first two equations imply the following dynamic relationship between new borrowing and debt service:

\[
S_t = (\delta_t + r_t) \sum_{i=1}^{t} \prod_{j=1}^{i-1} (1 - \delta_{t-j}) B_{t-j}.
\]

If new borrowing is serially correlated or persistent, it can be shown that debt servicing must continue to increase for some time after peaks in new borrowing. Since debt service is a function of the stock of debt, the stock of debt and debt service are still increasing when new borrowing peaks. After the peak, a lower amortization rate delays the time when debt service equals (declining) new borrowing.

We scale new borrowing by seasonally-adjusted disposable income. Our debt service variable is the total household debt-service ratio (the sum of (seasonally adjusted) principal and interest payments divided by disposable income).

---

27 See Appendix A in Drehmann, Juselius and Korinek (2017) for a formal proof.
28 Scaling by disposable income gives a stationary time series (one that does not grow over time). Using seasonally-adjusted data is standard practice: it means that we don't have to model seasonal effects in the econometric analysis.
APPENDIX B: DATA

The variables used for new borrowing and debt service are defined in Appendix A.

The data underlying our vulnerability index are defined as follows:

1. Household debt to disposable income: monthly credit measures, turned quarterly (using month-end), divided by disposable income. Source: Statistics Canada, and authors’ calculations.

2. Housing price to rent ratio: Indexed to 100. Source: OECD.


5. Household debt to GDP: monthly credit measures, turned quarterly (using month-end), divided by GDP. Source: Statistics Canada, and authors’ calculations.

The independent variables in the regressions and the data sources are defined as follows.


2. Real short rate: three-month bankers’ acceptance rate minus inflation. Source: Statistics Canada and authors’ calculations.

3. Lending spread: Chartered bank prime business lending rate minus three-month bankers’ acceptance. Source: Statistics Canada and authors’ calculations.

4. Change in average lending rate on household debt: implied interest rate based on Statistics Canada household credit data and Statistics Canada interest payments (authors’ calculations).

5. Real property price growth: quarterly growth rate (authors’ calculations), where real property prices are calculated using data from the BIS.
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